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With the help of various theoretical methods, ionization potentials (IPs) have been computed for a panel of
small molecules containing atoms of group 14, 15, or 16 and representing different singly, doubly, or triply
bonded systems with or without an interacting heteroatom lone pair. Comparison of experimental IP values
to theoretical results indicates that (i) the standard outer valence green function (OVGF), density functional
theory (DFT), and∆SCF methods lead to rather accurate values, (ii) the CASPT2 method systematically
underestimates IPs, (iii) the method of deducing IPs from a shift of some standard DFT eigenvalue spectrum
is a straightforward approach leading to rather accurate IPs, (iv) the eigenvalue spectrum obtained with the
so-called statistical average of different orbital model potential (SAOP) exchange-correlation model potential
is an efficient approach leading directly to quite accurate IPs, and (v) a good prediction of the IP spectrum
can be obtained from the shifted excitation spectra of the system calculated by the time-dependent DFT
(TD-DFT) method. It is also shown that the TD-DFT calculations of the ionized species bring a significant
improvement over the calculations of the neutral molecules, indicating that a great part of the electronic
relaxation is already taken into account (in a similar way for all ionizations). Finally, in the case of TD-DFT
calculations of neutral molecules, the statistical average of different orbital model potential (SAOP) functional
does not lead to significantly better results than the B3LYP functional.

Ultraviolet photoelectron spectroscopy (UPS) was developed
in the early 1960’s mainly by Turner and Baker.1 Since that
time, important progress have been made, but the aim of this
technique remains the determination of accurate values of
ionization energies and to use these data to investigate the
electronic structure of molecules and ions in the gas phase,
particularly short-lived ones. For a reliable assignment of UV
photoelectron spectroscopic bands and for the interpretation of
spectra, a theoretical approach is more than necessary.

In one of our previous works,2 experimental results were
compared to the values issued from MP2 and density functional
theory (DFT) calculations of ionization potentials (IPs). This
study was realized on molecules containing main group 14, 15,
and 16 elements with different functionals belonging to the
LDA, GGA, and hybrid classes (SVWN, BP86, B3P86, B3LYP,
and B3PW91). Interest of DFT application has been observed
with improvement of the results compared to the MP2 method.
However, only the first and second (when possible) IPs were
taken into account, but for a reliable interpretation of photo-
electron (PE) spectra, the estimation of the following ionization
energies as well as their nature brings useful arguments for
unambiguous attribution of PE bands.

Therefore, the problem is to select the best method for IP
evaluation, considering that the quality of results depends
strongly on the nature and size of the studied molecules and

that the computation cost and time have to be taken into account
as well.

In this work, different types of small molecules containing
atoms of group 14, 15, or 16 and representing different singly,
doubly, or triply bonded systems with or without an interacting
heteroatom lone pair have been chosen. Comparison of results
obtained through standard DFT, time-dependent DFT (TD-
DFT), the outer valence green function (OVGF) method, the
CASPT2 method, and straightforward “corrected” IPs (obtained
by a uniform shift (see Computational Details) of the Kohn-
Sham (KS) molecular orbital (MO) eigenvalues of the ground
state orbitals of the molecule) should constitute an interesting
tool for every PE study. The use of Kohn-Sham orbitals for
the prediction of ionization energies is traditionally questioned
because they were historically introduced by Kohn and Sham
as meaningless auxiliary quantities for calculating the densi-
ties.3,4 Indeed, they are in fact the best orbitals one can obtain
within a single Slater determinant wave function.5,6 Their
efficient use for reactivity mechanism studies as well as the
calculation of various one electron properties has been empha-
sized by Baerends and others at many occasions.5-7 In a recent
work, Hamel et al.8 showed that the Kohn-Sham orbitals do
indeed provide a good momentum distribution for the interpreta-
tion of electron momentum spectra.

However, approximate exchange-correlation (potential) func-
tionals used in standard DFT computations for the calculation
of orbitals are known to fall off too rapidly with respect to a
1/r asymptote. In consequence, an electron far from the
electronic system experiences a full Hartree potential ofN
electrons instead of the correct one forN - 1 electrons. This is
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the so-called self-interaction error which, in some typical cases,
can lead to artifacts like the spurious dissociation behavior of
two-center/three-electron systems.9 Consequently, the DFT
orbital energies severely underestimate the ionization energies
they should approximate (at least the highest occupied molecular
orbital (HOMO) energy should equal the first IP; see below).
Nevertheless, the eigenvalue pattern of a DFT calculation, as
providing a rather realistic, if not accurate, description of the
ionization spectrum, has been used for a long time, starting at
the historical time of the X-alpha approximation.10,11 On the
other hand, it has been recently shown12,13 that, provided one
knows the exact KS potential, which may be constructed from
ab initio accurate densities, the KS orbital energies can be
identified as approximate but accurate vertical relaxed IPs. In
the case of the HOMO, the identification is exact and established
a long time ago.14 The extension of the identification of KS
eigenvalues to IPs for open-shell systems has been established
recently by Baerends et al.15

In this work, we will compare ionization energies obtained
through three schemes derived from DFT:

(i) The first one is the crude eigenvalue pattern given by a
standard, approximate, widely used exchange-correlation (XC)
functional, namely, the B3LYP hybrid functional.16 The pattern
will then be rigidly shifted in order to fit the first IP. As already
said, shifted orbital energies have in the past provided an
excellent first approximation to experimental IPs.11

(ii) The second one is the eigenvalue pattern given by a
modified XC potential, namely, the statistical average of
different orbital model potential (SAOP) model potential.17 This
potential has the nice features of providing in the larger region
a potential with the correct asymptotic Coulombic 1/r behavior
delivered by the LB94 potential18 and also correctly reproducing
the atomic shell structure in the inner regions, a behavior
delivered by the GLLB potential.19 This leads to substantially
downshifted occupied orbital energies. In 2002, the authors
already obtained a reasonable agreement between the SAOP
orbital energies and 406 experimental IPs of 64 molecules,12

with an average deviation of 0.4 eV and a maximum deviation
of 1.5 eV.

(iii) Finally, the third one is a derivation of the ionization
spectrum from the excitation spectrum of the ionized species
calculated within the TD-DFT approach. TD-DFT has recently
become a reliable method for the calculation of excited state
energies and has proven useful in the assignment of electronic
states to absorption spectra.4,20 We will attempt to forward this
TD-DFT efficiency to (photo)ionization spectroscopy, assuming
that most of the characteristics of a photoelectron are already
present in photoexcited electronic transitions.

The remainder of this paper is organized as follows: In the
first paragraph, the computational details will be given, and the
comparison with experimental data will then be given for the
studied compounds gathered in three classes according to their
belonging to element group 14, 15, or 16. The detailed
theoretical data will not be reported, and only the deviation with
respect to experiment will be given in the corresponding tables.
Some concluding remarks derived from the comparison of the
different approaches will then be given in the last paragraph.

I. Theoretical Background and Computational Details

DFT4,21calculations were performed using Gaussian 9822 and
ADF 200423 codes, whereas the MOLCAS24 program package
was used for CASPT2 calculations. Geometry optimizations
were carried out at the B3LYP16/6-311G(d,p) level of theory
and were followed by frequency calculations in order to verify

that the stationary points obtained were true energy minima.
All IP estimations are based on geometries obtained with
B3LYP/6-311G(d,p). Triple-ú + polarization (TZP) STO func-
tions were retained as the orbital basis set for ADF calculations,
in all electron calculations (i.e., no frozen core approximation
for the core orbitals).

Excited states may be obtained from density functional theory
by its time-dependent development.25 TD-DFT is becoming very
popular because of its efficiency for excited state calculation
and its reasonable computational cost. We have chosen to take
the assignment of the theoretical absorption spectra as a
reference for the location of the ionized states. More precisely,
provided that the Tamm-Dancoff approximation delivers
excited state transition energies dominated by a single orbital
excitation (e.g., 0.65 of the oscillator strength), the relative
position of the ionization energies is deduced from the transition
energies from occupied orbitals to a given virtual orbital. Indeed,
there is nothing fundamentally limiting TD-DFT to the treatment
of singly excited states if the ground state functional is exact
and the frequency dependence of the exchange-correlation kernel
is treated, but this is typical of current implementations in most
software. In this work, the TD-DFT spectra of the ionized
species have been calculated; that is, one assumes that the main
relaxation of the orbitals is already taken into account through
the first ionization and that this relaxation remains unchanged
in the further ionizations. Accordingly, the present calculations
are based on the evaluation of the electronic spectrum of the
low-lying ions, described by the∆SCF corresponding to the
first vertical ionization potential, IP1v

calcd, calculated as the
differenceEcation - Eneutral molecule.

One has to emphasize that such a TD-DFT approach should
be considered as a crude approximation of the spectrum, since
the method in its present form describes only single excitations,
whereas double excitations should be important in open-shell
systems such as the ions studied in the present work.20 However,
some TD-DFT excitation spectra of open-shell molecules have
appeared in the past,26 whereas, in the case of a significant
presence of a double excitation within a state, the time-
dependent response theory may break down.27

Meanwhile, the TD-DFT spectrum of the neutral species has
also been calculated, to separate the contribution of the electron
relaxation during the ionization process. Indeed, in the case of
no significant change between the relative energies of the neutral
and ionized excited states, one could conclude that only the
ground state electronic spectrum is needed to deduce the full
ionization spectrum, provided the first ionization is known: this
could be achieved either via experimental data or through a
∆SCF calculation, as already said. Indeed, we will see that in
most cases the TD-DFT of neutral species does not provide as
good results as the TD-DFT of cations: this could be expected,
since low lying states of the ion would not correspond to
excitations of the neutral, but this had to be tested, also because
some software does not provide (yet) TD-DFT spectra of open-
shell systems.

The vertical IPs were also calculated at the ab initio level
employing the outer valence green function (OVGF)28 method
in the Gaussian calculation, which includes electron correlation
and electron relaxation effects. This method has the advantage
of giving results from a single calculation.

CASPT2 refers to multiconfigurational SCF ab initio calcula-
tions in which all excitations are taken into account within an
orbital space (namely, the active space) fixed to CAS(12,12) in
this work, with second-order perturbation corrections added
afterward.
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In the present work, we have used two exchange-correlation
potentials for the DFT calculations, namely, the B3LYP one16

in the Gaussian calculation and the model potential SAOP,
recently introduced by Baerends and co-workers17 for TD-DFT
applications, in the ADF calculation. So-called corrected IPs
were calculated by applying a uniform shift (x ) IPv

exptl +
εKS(HOMO)), where εKS(HOMO) is the highest occupied
B3LYP/3-111G(d,g) Kohn-Sham MO energy of the ground
state molecule and IPv

exptl is the lowest experimental IP energy
of the molecule, as suggested previously by Stowasser and
Hoffman.5 The quality of the SAOP XC functional permits us
to compare directly eigenvalues of the ground state orbital
(obtained with this exchange-correlation potential) to experi-
mental IPs. TD-DFT calculations were performed with both the
B3LYP (10 first excitations) and SAOP functionals for the
neutral molecules and the B3LYP functional for the ionized
species.

II. Results

A. Compounds Containing Main Group 14 Elements.
GeCl2 and GeBr2. Dihalogenogermylenes are unstable species,
which have to be studied with a short-lived species detection
technique, such as UV photoelectron spectroscopy. Dichlorog-
ermylene geometrical parameters optimized with the B3LYP/
6-311G(d,p) level of theory (RGeCl ) 2.220 Å,θClGeCl ) 100.5°)
are in quite good agreement with the X-ray diffraction bond
length (RGeCl ) 2.183 Å,θClGeCl ) 100.3°).29 GeCl2 and GeBr2
were generated30 using mixtures consisting of excess crystalline
GeS and PbCl2 or PbBr2 in the PE spectrometer (reaction
temperature∼300°C). For dichlorogermylene, the first ioniza-
tion potential at 10.55 eV has been assigned to the 4a1 MO
corresponding to the radial combination of chlorine p AOs
destabilized through an antibonding interaction with the ger-
manium sp hybrid orbital. The bands at 11.44, 11.70, 12.58,
and 12.69 eV correspond to chlorine lone pair ionizations. The
same assignments have been done for dibromogermylene
(nGe: 10.02 eV;nBr: 10.54, 10.86, 11.69, and 11.82 eV). Table
1 lists the deviations (defined as (theoretical value- experi-
mental value)) from experimental data obtained for GeCl2 and
GeBr2 with the TD-DFT, OVGF, or CASPT2 approach or by
“correcting” calculated Kohn-Sham energies (B3LYP). (Raw)
Eigenvalues of (ground state) molecular orbitals obtained with
the SAOP are also displayed. Except the first IP calculated by
the ∆SCF method, which gives pretty close results (GeCl2:
∆SCF) 10.54, exptl 10.55; GeBr2: ∆SCF) 9.91, exptl 10.02
eV), all others fit less accurately compared with the experimental

IPs. The most disappointing is the CASPT2 calculation with
always underestimated values. CCSD(T) calculations of the first
three cations of GeCl2 have been carried out to approve this
tendency. IPs issued from these calculations (10.16 eV (A1),
11.02 eV (B2), and 11.32 eV (A2)) are systematically under-
estimated by 0.4 eV compared with the experimental values.

B. Compounds Containing Main Group 15 Elements.1.
H3C-NH2, H3C-PH2, and H3C-AsH2. The calculated geo-
metrical parameters for methylamine CH3NH2 (RC-N ) 1.466
Å, θCNH ) 110.1°) agree very closely with the experimental
geometry of Takagi and Kojima (RC-N ) 1.4714 Å,θCNH )
110.27°).19 The well-known photoelectron spectrum of methyl-
amine20 presents five bands at 9.65 eV (nN), 13.20 eV (πCH3),
14.30 eV (σC-N), 15.30 (πCH3), and 16.7 eV (πNH2). In a recent
work, Hae-Won Kim reported a theoretical study of the infrared
spectrum of methylphosphine CH3PH2.21 Theoretically predicted
in this work, the MP2 and DFT/B3LYP level of theory with
6-311G(d,p) basis set results are in close agreement with
experimental geometry.22 Methylphosphine and methylarsine
have also been characterized by photoelectron spectroscopy,20

and in both cases, the first IPs (CH3PH2, 9.62 eV; CH3AsH2,
9.50 eV) have been associated with the ejection of an electron
from the phosphorus and the arsenic lone pair, respectively. For
methylarsine, the next bands are due to ionization of theσAs-C

bond. Deviations from experimental values are listed in Table
2. For CH3NH2, CASPT2, and OVGF, corrected IPs fit better
with experimental values than TD-DFT ones, but TD-DFT
strongly underestimates these ionization energies (from 0.10 to
0.57 eV). Quite good agreement is noted for methylarsine
CASPT2 and corrected values, since the deviation does not
exceed 0.17 eV.

2. H2CdNH, H2CdPH, and H2CdAsH.The B3LYP/6-311G-
(d,p) methylimine optimized geometry (RCdN ) 1.266 Å,θCNH

) 110.5°) reproduces correctly experimental values35 (RCdN )
1.273 Å,θCNH ) 110.4°). The photoelectron spectrum of this
species has been described by Bock and Dammel.36 For
phosphaethene, geometrical parameters (B3LYP/6-311G(d,p):
RCdP ) 1.670 Å,θCPH ) 97.7°) are also in very good agreement
with experimental data37,38 (RCdP ) 1.673 Å, θCPH ) 97.4°).
Phosphaethene was generated by dehydrochlorination of chlo-
romethylphosphine by the vacuum gas solid reaction39 (VGSR)
and characterized by photoelectron spectroscopy.40 The first PE
band at 10.3 eV is assigned to the ionization of the phosphorus-
carboneπ double bond (πPdC) and the second one at 10.7 eV
to the phosphorus lone pair (nP). Recently, vertical ionization
energies of phosphaethene have been calculated by M. T.

TABLE 1: Deviation from Experimental IPs Given for Each Method for GeCl 2 and GeBr2a

IP#
symm

C2V exptl IPs26

TD-DFT
(B3LYP)

cation

TD-DFT
(B3LYP)

GS

TD-DFT
(SAOP)

GS OVGF CASPT2
-εi

KS(B3LYP)
(corrected IPs)

-εi
KS

(SAOP)

GeCl2 IP1 A1 10.55(nGe) -0.01* -0.01* -0.01* -0.29 -0.38 -2.38 [/] 0.66
IP2 B2 11.44(nCl

σ-) -0.32 -0.60 -0.80 -0.19 -0.37 -2.67 [-0.29] 0.26
IP3 A2 11.70(nCl

π-) -0.32 -0.10 -0.29 -0.15 -0.55 -2.58 [-0.20] 0.36
IP4 B1 12.58(nCl

π+) -0.54 -0.29 -0.47 -0.3 -0.74 -2.81 [-0.43] 0.07
IP5 A1 12.69(nCl

σ+) -0.38 -0.66 -0.86 -0.17 -0.58 -2.78 [-0.40] 0.05
GeBr2 IP1 A1 10.02(nGe) -0.11* -0.11* -0.11* -0.32 -0.39 -2.35 [/] 0.71

IP2 B2 10.54(nBr
σ-) -0.26 -0.48 -0.62 -0.18 -0.30 -2.53 [-0.18] 0.43

IP3 A2 10.86(nBr
π-) -0.36 -0.06 -0.26 -0.22 -0.56 -2.52 [-0.17] 0.45

IP4 B1 11.67(nBr
π+) -0.54 -0.21 -0.36 -0.33 -0.37 -2.70 [-0.35] 0.21

IP5 A1 11.82(nBr
σ+) -0.39 -0.59 -0.72 -0.23 -0.51 -2.67 [-0.32] 0.18

σ 0.40 0.43 0.59 0.25 0.49 [0.31] 0.40
a All values are in eV. An asterisk represents deviation for the∆SCF value. Deviation) theoretical value- experimental value.σ is the

standard deviation. GS is the ground state of the neutral molecule.
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Nguyen38 with the DFT method including the BLYP and B3LYP
functionals, second-order perturbation theory (MP2), quadratic
configuration interaction (QCISD(T)) and coupled cluster theory
(CCSD(T)). The DFT approach using the B3LYP functional
has given results comparable to higher quality methods. Very
recently, we have reported the synthesis of methylenearsane by
the dehydrohalogenation of chloromethylarsane in a VGSR
reaction and its characterization by mass spectrometry and UV
photoelectron spectroscopy.41 Assignments of IPs (9.7 eV (πAsd

C), 10.3 eV (nAs), 12.6 eV (σCsAs), and 14.7 eV (σCsH)) have
been done on the basis of the theoretical support. The reliability
of the TD-DFT approach compared to the OVGF and CASPT2
methods or correcting of calculated Kohn-Sham energies has
been evidenced. Table 3 lists the deviation from experiment
for these unsaturated heterocompounds. Corrected and TD-DFT
IPs are found to give better results compared to OVGF and
CASPT2 ones. The last one underestimates strongly (-0.70 eV)
the second IP value of phosphaethene.

3. CH3CtN, CH3CtP, and CH3CtAs.The B3LYP/6-311-
(d,p) geometrical parameters calculated for acetonitrile, phos-
phapropyne, and ethylidynearsine reproduce pretty well experi-
mental structures published by M. Le Guennec et al.,42 H. W.
Kroto et al.,43 and J. C. Guillemin et al.,44 respectively. These
three molecules have been characterized by PES: CH3CtN:45

12.21 eV (πCtN), 13.14 eV (σCsN), 16.00 eV (πCH2); CH3-
CtP:46 9.89 eV (πCtP), 12.19 eV (nP), 14.70 eV (πCH3), 15.60
eV (πCH3); CH3CtAs:47 9.6 eV (πCtAs), 12.1 eV (nAs). Table
4 displays a comparison between these values and cal-
culated ones. TD-DFT and corrected IPs agree nicely with
photoelectron spectroscopy data; on the contrary, OVGF and

CASPT2 are disappointing, especially for the phosphapropyne
and ethylidynearsine underestimated values provided by the
latter one.

C. Compounds Containing Main Group 16 Elements.
H2CdO and H2CdS. The optimized geometries obtained for
formaldehyde (CH2O) (RCdO ) 1.110 Å,θHCO ) 122.3°) and
thioformaldehyde (CH2S) (RCdS ) 1.090 Å, θHCS ) 122.1°)
are in pretty good agreement with experimental structure
parameters.48,49 These two species were characterized by PES,
and the following data have been obtained: CH2O:45 10.88 eV
(nO), 14.50 eV (πCdO), 16.00 eV (σCsO), and 16.6 eV (σCH2);
CH2S:50 9.38 eV (nS), 11.76 eV (πCdS), 13.85 eV (σCsS), and
15.20 eV (σCH2). The calculated IP deviation from experiment
is reported in Table 5. For these compounds, the conclusions
are similar to comments given for the previously described
molecules; CASPT2 systematically underestimates IPs. With
all of the methods used, an important deviation for the fourth
ionization energy is observed.

III. Discussion

Relations of the calculated and experimental values of IPs
for each method used in this work have been plotted and are
displayed in Figures 1-4. As it has been noted, TD-DFT,
OVGF, and corrected IPs agree well with experimental results.
For the CASPT2 approach, a general trend is the underestima-
tion of ionization energies. These remarks are nicely visualized
with the average and model deviations displayed in Table 6.
As can be evidenced by a more detailed comparison of
calculated IP values, their underestimation by the CASPT2
method is already present, even more strongly at the CASSCF

TABLE 2: Deviation from Experimental IPs Given for Each Method for CH 3NH2, CH3PH2, and CH3AsH2
a

IP# symmCs exptl IPs26

TD-DFT
(B3LYP)

cation

TD-DFT
(B3LYP)

GS

TD-DFT
(SAOP)

GS OVGF CASPT2
-εi

KS(B3LYP)
(corrected IPs)

-εi
KS

(SAOP)

CH3NH2 IP1 A′ 9.65(nN) -0.10* -0.10* -0.10* -0.19 -0.27 -3.28 [/] 0.20
IP2 A′′ 13.20(πCH3) -0.57 -0.08 -0.49 0.16 0.09 -3.20 [0.08] -0.20
IP3 A′ 14.30(σC-N) -0.48 -0.64 -0.14 -0.18 -3.39 [-0.11] -0.40
IP4 A′′ 15.30(πCH3) -0.21 -0.57 -0.12 -0.12 -3.38 [-0.10] -0.42
IP5 A′′ 16.70 (πNH2) -0.18 -0.76 0.11 0.11 -3.45 [-0.17] -0.54

CH3PH2 IP1 A′ 9.62(nP) 0.07* 0.07* 0.07* -0.15 -0.26 -2.62 [/] 0.27
CH3AsH2 IP2 A′ 9.50(nAs) 0.21* 0.21* 0.21* -0.03 -0.12 -2.43 [/] 0.58

IP3 A′ 11.65(σC-As) 0.00 0.07 0.05 0.12 0.01 -2.45 [-0.02] 0.40
IP4 A′′ 12.02 (πAsH2) -0.03 -0.25 -0.34 0.37 0.15 -2.51 [-0.08] 0.26
σ 0.32 0.16 0.53 0.18 0.16 [0.10] 0.39

a All values are in eV. An asterisk represents deviation for the∆SCF value.σ is the standard deviation. GS is the ground state of the neutral
molecule.

TABLE 3: Deviation from Experimental IPs Given for Each Method for CH 2NH, CH2PH, and CH2AsHa

IP# symmCs exptl IPs26

TD-DFT
(B3LYP)

cation

TD-DFT
(B3LYP)

GS

TD-DFT
(SAOP)

GS OVGF CASPT2
-εi

KS(B3LYP)
(corrected IPs)

-εi
KS

(SAOP)

CH2dNH IP1 A′ 10.60(nN) -0.02* -0.02* -0.02* -0.14 -0.34 -3.19 [/] 0.22
IP2 A′′ 12.50(πCdN) -0.11 1.82 1.89 -0.29 -0.24 -3.33 [-0.14] 0.16
IP3 A′ 14.80(σCsN) 0.35 -0.05 -0.36 0.22 0.06 -3.05 [0.14] -0.03
IP4 A′ 16.90(σCsH) 0.22 -0.19 -0.59 0.23 -0.06 -3.14 [0.05] -0.22

CH2dPH IP1 A′′ 10.30(πCdP) 0.00* 0.00* 0.00* -0.33 -0.21 -2.71 [/] 0.40
IP2 A′ 10.70(nP) -0.16 -1.54 -1.67 -0.39 -0.7 -2.88 [-0.17] 0.03
IP3 A′ 13.20(σCsP) 0.15 -1.83 -1.96 0.01 -0.15 -2.73 [-0.02] -0.02
IP4 A′ 15.00(σCsH) 0.01 -1.75 -1.99 0.14 -0.07 -2.61 [0.1] 0.00

CH2dAsH IP1 A′′ 9.70(πCdAs) 0.02* 0.02* 0.02* -0.18 -0.01 -2.56 [/] 0.60
IP2 A′ 10.40(nAs) -0.03 -1.46 -1.60 -0.18 -0.27 -2.64 [-0.08] 0.35
IP3 A′ 12.60(σCsAs) 0.03 -1.84 -2.02 0.04 -0.07 -2.67 [-0.11] 0.10
IP4 A′ 14.70(σCsH) 0.04 -1.85 -2.12 0.15 -0.08 -2.57 [-0.01] 0.04
σ 0.16 1.43 1.69 0.22 0.26 [0.10] 0.25

a All values are in eV. An asterisk represent deviation for the∆SCF value.σ is the standard deviation. GS is the ground state of the neutral
molecule.
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level. This phenomena might be explained by a lack of balance
between the evaluation of the nondynamic correlation energy
in the MCSCF level between the neutral molecule (CAS(12,-
12)) and the corresponding cation (CAS(11,12)) calculations.
Only one part of this missing correlation energy is recovered
through the perturbational evaluation of the dynamic correlation
energy, so that in this case the average deviation is reduced
from -0.3 eV for CASSCF to-0.22 eV for CASPT2. This is
coherent with the fact that a range of 0.3 eV error in such a
calculation is typical for the CASPT2 method.51

The most straightforward, although less rigorous, method
which consists of a rigid “shift” of the calculated Kohn-Sham
orbital energies of the (first) ionized species toward the first

experimental IP provides indeed an excellent first approximation.
It comes, probably, from the fact that the electronic relaxation
is quite similar for ionizations involving either lone pairs orσ
or π molecular bonds. The calculated B3LYP eigenvalues of
Kohn-Sham molecular orbitals present an important deviation
(∼2 eV) compared to experimental IP values. When these data
are corrected, the results improve strongly. Figure 5 represents
the correlation graph of eigenvalues of the ground state with
the SAOP functional and experimental IPs. The efficiency of
this functional compared to more or less standard (GGA,
hybrid, like B3LYP) XC functionals is evidenced. One can note
the quality of the theoretical spectrum delivered by the (un-
shifted) eigenvalue spectrum obtained with the SAOP functional.
As already said, the corresponding Kohn-Sham potential

TABLE 4: Deviation from Experimental IPs Given for Each Method for CH 3CtN, CH3CtP, and CH3CtAsa

IP# symmC3V exptl IPs26

TD-DFT
(B3LYP)

cation

TD-DFT
(B3LYP)

GS

TD-DFT
(SAOP)

GS OVGF CASPT2
-εi

KS(B3LYP)
(corrected IPs)

-εi
KS

(SAOP)

CH3CtN IP1 E 12.21(πCtN) 0.03* 0.03* 0.03* 0.03 0.03 -3.08 [/] 0.40
IP2 A1 13.14(nN) -0.18 0.38 -0.07 -0.08 -0.44 -3.20 [-0.12] -0.02
IP3 E 16.00(πCH3) -0.31 -0.69 0.10 -0.13 -3.20 [-0.12] -0.07

CH3CtP IP1 E 9.89(πCtP) -0.05* -0.05* -0.05* -0.19 -0.11 -2.62 [/] 0.32
IP2 A1 12.19(nP) 0.04 2.40 0.07 -0.19 -0.34 -2.63 [-0.01] 0.05
IP3 E 14.70(πCH3) -0.07 -0.54 0.30 -0.03 -2.65 [-0.03] 0.03
IP4 A1 15.60(σCsC) -0.21 -0.02 0.38 / -2.21 [0.41] 0.25

CH3CtAs IP1 E 9.60(πCtAs) -0.23* -0.23* -0.23* -0.35 -0.19 -2.78 [/] 0.25
IP2 A1 12.10(nAs) -0.06 0.09 -0.35 -0.49 -2.75 [0.03] 0.04
σ 0.17 1.40 0.39 0.25 0.28 [0.18] 0.21

a All values are in eV. An asterisk represents deviation for the∆SCF value.σ is the standard deviation. GS is the ground state of the neutral
molecule.

TABLE 5: Deviation from Experimental IPs Given for Each Method for H 2CdO and H2CdSa

IP# symmC2V exptl IPs26

TD-DFT
(B3LYP)

cation

TD-DFT
(B3LYP)

GS

TD-DFT
(SAOP)

GS OVGF CASPT2
-εi

KS(B3LYP)
(corrected IPs)

-εi
KS

(SAOP)

H2CdO IP1 B2 10.88(nO) -0.09* -0.09* -0.09* -0.10 -0.44 -3.46 [/] 0.16
IP2 B1 14.50(πCdO) 0.09 2.59 1.99 -0.16 -0.15 -3.43 [0.03] 0.13
IP3 A1 16.00(σCsO) 0.18 -0.05 -0.35 0.09 0.00 -3.58 [-0.12] -0.36
IP4 B2 16.60(σCH2) 0.67 0.42 -0.20 0.49 0.06 -2.99 [0.47] 0.06

H2CdS IP1 B2 9.38(nS) -0.01* -0.01* -0.01* -0.37 -0.52 -2.83 [/] 0.09
IP2 B1 11.76(πCdS) 0.06 1.82 1.84 -0.29 -0.19 -2.78 [0.05] 0.22
IP3 A1 13.85(σCsS) 0.30 0.09 0.03 -0.09 -0.24 -2.83 [0.00] -0.16
IP4 B2 15.20(σCH2) 0.25 0.30 0.10 0.53 -0.17 -2.31 [0.52] 0.21
σ 0.33 1.31 1.12 0.31 0.28 [0.29] 0.19

a All values are in eV. An asterisk represents deviation for the∆SCF value. Deviation) theoretical value- experimental value.σ is the
standard deviation. GS is the ground state of the neutral molecule.

Figure 1. Correlation graph of TD-DFT IPs and experimental IPs for
H2dCX, CH3XH2, H2dXH, CH3CtX, and GeX2. Units are in eV
(correlation:y ) 1.026x - 0.393,R2 ) 0.9884).

Figure 2. Correlation graph of OVGF IPs and experimental IPs for
H2dCX, CH3XH2, H2dXH, CH3CtX, and GeX2. Units are in eV
(correlation:y ) 1.073x - 0.998,R2 ) 0.9949).
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contains shape corrections, introduced in order to obtain
response properties such as polarizabilities or excitation ener-
gies,52 which lead straightforwardly to orbital eigenvalues close
to the corresponding (photo)ionization energies. On the other
hand, the eigenvalue spectrum obtained with a simple self-
interaction corrected (SIC) functional such as the ADSIC one53

overcorrects the orbital energies by∼1 eV. Moreover, in the

case of CH2O, it pushes the b1 π state much closer to the a1

state (i.e., 2 eV shift).54

According to the Janak theorem,55 the orbital eigenvalue
equals the corresponding ionization potential, and the deviation
could be circumvented through two ways:

(i) either the Slater transition state (TS) technique10 or its
generalization by Williams et al.56 and widely used by Chong
et al., Bureau57,58 or others.

(ii) the use of a modern potential XC functional such as the
SAOP17 used in this work.

Strictly speaking, the ionization energy of the molecular
orbital i is given from-IP ) EN - EN-1 ) ∫0

1 εi dn, wheren
is the occupation number of the spin-orbital i, and the transition
state method comes from the approximation thatεi is supposed
to vary linearly with the occupation number, a feature which is
rather true in the LDA approximation,59 so that the integral can
be approximated by the eigenvalue for an occupation equal to
1/2.60,61 Although the main reason of the upper shift of orbital
eigenvalues lies in the self-interaction term, this shift may differ
between orbitals exhibiting a different localization pattern, in
particularσ andπ, and this is one of the reasons why a uniform
shift of the whole eigenvalue pattern does not exactly fit the
ionization spectrum. In the case of a more elaborate potential
XC functional, possessing, for example, a correct asymptotic
behavior, this self-interaction error is in part taken into account,
so that the Slater TS technique is more approximate, and less
useful. Another point which could be raised is that the deviations
of the theoretical IPs (e.g., through the corrected B3LYP
scheme) seem to increase with the ionization energies. We can
ascribe this feature to an increase of the localization of inner
orbitals, which in turn increases the self-interaction error which
is, as just said, the major reason of the upper shift of the orbital
eigenvalues of standard Kohn-Sham orbitals (standard) LDA,
GGA, and hybrid, like B3LYP but not SAOP). This is indeed
an area of active research.53,54

The TD-DFT and OVGF approaches allow a good IP
estimation, but OVGF takes the advantage to be issued of a
single calculation. It is necessary to evaluate the first ionic state
by the∆SCF method (∆SCF: ET(cation)- ET(neutral mol.))
besides TD-DFT calculations. The efficiency of the TD-DFT
approximation depends on this value. Figure 6 represents the
correlation graph of estimated IPs with the∆SCF method and
experimental ones. These results are in excellent agreement with
experiment (average deviation) -0.02 eV and standard
deviation) 0.10 eV).

Figure 3. Correlation graph of CASPT2 IPs and experimental IPs for
H2dCX, CH3XH2, H2dXH, CH3CtX, and GeX2. Units are in eV
(correlation:y ) 1.042x - 0.729,R2 ) 0.9907).

Figure 4. Correlation graph of corrected IPs and experimental IPs for
H2dCX, CH3XH2, H2dXH, CH3CtX, and GeX2. Units are in eV
(correlation:y ) 1.056x - 0.805,R2 ) 0.9918).

TABLE 6: Averaged Algebraic Deviation and Standard
Deviation from Experimental IPs, Slope of the Regression
Line, Given for Each Method (All Values in eV)

method

algeb.
differences

average
standard
deviation slope

TD-DFT (B3LYP) cation -0.07 0.29 1.026
TD-DFT (B3LYP) GS -0.13 1.16 1.052
TD-DFT (SAOP) GS -0.45 1.06 1.004
OVGF -0.07 0.24 1.073
CAS -0.30 0.52 1.077
CASPT2 -0.22 0.32 1.042
corrected IPs (shiftedεi

KS(B3LYP)) -0.06 0.21 1.056
εi

KS(SAOP) -0.14 0.30 0.912
∆SCF -0.02 0.10 1.002

Figure 5. Correlation graph of the first eigenvalues of the ground state
orbitals with the SAOP functional and first experimental IPs for
H2dCX, CH3XH2, H2tXH, CH3CtX, and GeX2. Units are eV
(correlation:y ) 0.9124x + 1.2367,R2 ) 0.9913).
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IV. Concluding Remarks

In this work, ionization potentials have been computed for
13 simple molecules possessing multiple bonds with or without
an interacting heteroatom lone pair. Considering all results, we
can remark that different methods used in this work for
calculating ionization energies lead to rather accurate experi-
mental values, CASPT2 excepted, which systematically under-
estimates IPs. Both TD-DFT and CASPT2 take the drawback
to be “indirect” theoretical approaches in the fact that the first
one requires in a first step the calculation of the ion in order to
deliver the energy of the fist ionization through a∆SCF
calculation and the second one (CASPT2) needs to do a separate
calculation for the neutral species and for the corresponding
radical cation. However the calculation of the ion can be
efficiently replaced by the use of the experimental, if available,
first ionization energy, with the TD-DFT providing then only
the relative energies of the subsequent ionizations. These kinds
of approaches can be applied only if the first experimental IP
is known or can be provided from the PE spectrum without
any ambiguity. Of course this situation is more complex when
new systems and molecules are studied for the first time and
are of important size. Thus, in that case, the good theoretical
evaluation of the first IP (and so often the following IPs)
becomes crucial.

The direct comparison of experimental IPs to the orbital
eigenvalues obtained through calculations using the SAOP XC
functional leads to rather accurate IPs (standard deviation 0.30
eV). In agreement with Baerends’ observations, the HOMO is
found to be slightly too low lying, whereas deeper ionizations
are slightly too small (orbital energies too high). Accordingly,
the slope of the linear regression, reported in Table 6, is less
(by 9%) than 1.0, whereas other approaches lead to slopes larger
than 1.0.

One originality of the present work is the attempt to use the
time-dependent density functional theory (TD-DFT) theoretical
absorption spectra for the prediction of the photoionization
spectra. For a spectroscopist, the choice of method has to be
done as a function of the efficiency wanted for IP estimation,
time, and cost and consequently for photoelectron spectra band
analysis and assignment.
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